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CHAPTER 1:

INTRODUCTION

‘The -AIRDOS-EPA computer code (reference 1) was developed at the Oak Ridge
' _'-Natlonal Laboratory for use by the Environmental Protection Agency (EPA) The code

B ._"::35 used to estlmate envwonmental concentratlons of radlonuchdes emltted to the

atmosphere, and is commonly used by the EPA for analy51s of the dose-reductlon
.:benef its resulting from regulatxons which govern such emrssaons ' '

'AIRDOS-—EPA uses annual average. m'eteorological data coupled with a Gaussian plume
- :model to estimate ‘annual average ground-level concentratlons -at user~spec1f1ed
' ._dlSt&HC&S and dlrectlons from a continuous source. The plume is dlspersed homzontally_

'_ _-'and vertlcally as it is blown downwmd The code can account for - depletlon of - |

| _.pollutants (radxonuchdes) in the plume by radloactwe decay, grav;tatlonal fall and

L L : '-'-scavengmg and dry deposmon processes.

- The meteorological data consist principally of the annual frequency of wind direetion,
- _the annual frequency of each Pasquill stability category, and the annual average wind
' _ 'speed for each direction and stability category. The code -allows for buoyant or

. momenturn plume rlse, but not both smultaneously However, the 51mu1taneous :

o f.'exxstence of both buoyant and rnomentum drwen plume rise can be approm mated by the o
B :':user. . 'I‘he au' concentratlons are average values in the cross—wmd directxon over each S

_ of sml__:een 22.5 degree sectors.

This study was a continuation of the evaluation of the AIRDOS-EPA code reported in
"Comparison of AIRDOS-EPA Predictions of Ground-Level Radionuclide Concentrations
to Measured Values at Five Facilities" (reference 2). In the original analysis, the results
from five sites indicated that the code's predictions range from a factor of five on the
*  low side to a factor of two on the high side at the 50 percent confidence level. Due to
the small number of sites evaluated, the 95 percent confidence interval is significantly
larger, ranging from a factor of 15 on the low side to a factor of six on the high side.
"The purpose of this study was to obtain results for additional sites in order to reduce
these uncertainties.



: .As 1n the initial study, the accuracy and precision of the code was analyzed by

-_'comparmg predicted ground-level concentrations to actual environmental measure-

L _rnen_ts__ at five sites. The criteria for site selection were the same as used in the

"'p:_'év'idus study. However, as we examined the candidate sites, it became clear that not

- only were there no "ideal sites" (see reference 2), but that the number of good "real

e 'wér_ld_"__sites was also very limited. While the sites selected for this comparison were

'-'."__":'tho'se ‘that most closely satisfied the selection criteria, some of them have .charac-

"tenst:cs which push AIRDOS-EPA to or even beyond its limits. Thus, while the initial
'_'Z-Z-study was a comparison at the "best" real world sites, this study may be thought of as

B _cqmpan_son at "good" real world sites. It should be noted that although this comparison

o _"'-._i_i_-;_élu_des sites with less than ideal characteristics, our studies still do not provide a
-éqmplet_e measure of the code's ability to estimate radionuclide concentrations at
: *‘t-ypi_cal“ real world sites. To make such an estimate, we would have chosen the sites at

: _. | 'rq_ndom and not on the basis of their being the easiest to model.

_' For 'this sfudy, the comparisions were made using data from two Department of Energy

: _.'_(DOE) faclhtles, two nuclear fuel-cycle facilities licensed by the Nuclear Regulatory

" -Commission (NRC), and a fossil-fuel electric generating station. The DOE facilities,
_which release tritium, are the Hanford Reservation in Washington and the Brookhaven
"Ngfi_onal Laboratory on Long Island, New York. In addition, krypton-85 is released at

' N the .Hanford Reservation. For both DOE sites, on-site meteorological data were used in

i '.'-.'_'-_'the assessments. The NRC-licensed sites are Allied Chemical Company's uranium - .

: -;_._._"_"Ehexaﬂuonde plant in Illinois and Nuclear Fuel Services' fuel fabrlcatlon plant in

:"_:Tennessee. The Allied plant releases natural uranjum and the Nueclear Fuel Services
| plant releases uranium of various enrichments. Neither of these facilities measures
- tﬁ_e_teo_rological parameters on-site. Both present difficulties in modeling due to the
"nﬁmber of release points at the Allied plant and the complex terrain in the vicinity of
the Nuclear Fuel Services plant. The fossil-fuel electric generating station is located in
the eastern United States. The facility emits sulphur dioxide. Although it lacks on-site
‘meteorological measurements, meteorological data are available from a nearby airport.
" -Each of the sites is described in more detail below.

Despite our efforts to select the best sites for this comparison, useful data were
~obtained from only two of the five sites: Allled Chemical Company's uranium
hexafluoride plant and the Hanford Reservation. At the other sites, deficiencies in the

environmental monitoring program andfor releases too small to be distinguished from



-background by enwronmental measurement techmques rendered the eompansons of
" '____predlcted versus measured concentratlons meamngless As a result the evaluat;on ot‘-_
_ ‘the precxslon and’ accuracy of the code was assessed u51 ng f our of the data sets obtamed
' "_"_from the fu'st comparlson study and the two meamngful data sets obtalned in ‘this

: 'companson.



CHAPTER 2:

METHODOLOGY

: Our procedures for obtammg measured and predlcted concentratlons are ngen below,

DR :together with a descrlptlon of the AIRDOS——EPA mput parameters and thelr:

"-_:uncertamtles. L

PREPAR (reference 3) is a compiementary code to AIRDOS-—EPA. Its purpose is to

_generate much of the input used by AIRDOS——EPA. We used PREPAR for thl.S purpose,
_ -and the input parameters obtamed from PREPAR are 1dent1f1ed for each site along with
- those obtained from other sources.

- ALLIED CHEMI_CAL t_:_ox\_fmuw__UF6 PLANT

- The Alhed Chemlcai Company‘s uramum hexaﬂounde (UFG) p!ant is located in
' -Metropohs, Nllinois -on the north bank of the Ohio River, -across from Paducah
'Kentucky. The plant is located in a rural area where the terrain consists of gently
- rolhng hills. The Allied plant was one of the five sites analyzed .in the initial :study.
 -Running a seeond evaluatlon of the site usmg data from a different year serves to

.confu'm or deny the vahdlty of the 1mt1a1 results. For thzs study, we used data from the . '

--Q'year 1980. ' - - SR S '

'.'Du_ring the production of UEB, small amounts of natural uranium escape from the plant,

“and concentrations of uranium in the air are routinely_measured as a part of the
environmental monitoring program. Reference 4 contains data on both the release
rates and the measured atmospheric concentrations for years 1879 through 1981. The
_.m_easured concentrations of uranium for 1980 at the seven measurement locations are
compared to our AIRDOS-EPA predictions in Table 1. To facilitate comparison, we
ha_ve reproduced the results for 1981 obtained in the initial study.

There are two principal uncertainties in the predicted values. The releases of uranium
from the Allied plant are from multiple stacks and vents, most of which are located on
the feed material building. As the stacks that are not located on the feed materials



TABLE 1:

COMPARISON OF MEASURED AND PREDICTED AIRBORNE URANIUM
CONCENTRATIONS AROUND THE ALLIED CHEMICAL COMPANY'S UFS PLANT

Station

Direction

: —1980 - y

' T)ist_ance, km

Measured

B ':Conc'entrati.on,_pCi/mI3 '

“Predicted

'R.a't'io

9
10
12
13
s

R

. Station

NNV
SSE
NE

" NNE

. N

Direction

0.22

0.18
0,23

1.62

0,23

x4
— 1981

Distance, km

1.5E-2

4,0E-2
3.7E-2
4,4E-2
: _.3-_5_E-.-_3 .

C2.1E2

2.9E-2

1.7E-2
1.8E-2
3.4E-2
.2.-_2E‘.2
3.4E-3

Concentration, pCi/m3

Measured

Predicted

C1.8E-2

Meas/Pred

2

1

2
1
“q
0

Ratio
Meas/Pred

e

10
©12
13
"
8
11

NNW

SW
SSE
NE
NNE
NE
N

%
natural uranium

' 9‘24

D22

0.18
0.23
1.62
0.32
0.23

x%
- 1981 data reproduced from reference 2

2.5E-2
2.6E-2
3.4E-2
2.5E-3
1.4E-2
1.6E-2

2.3E-2
4,1E-2
3.2E-2
4.0E-3
2.5E-2
5.0E-2

g
0.6
1
0.6
0.6
0.3



b._u.ilding emit a trivial fraction of the total release, they were co-located with those on
" the__ feed materials building in the assessment. Most of the uncertainty lies in the
'.-_fr:e:at.ment of the release point elevations, which vary from 3.6 to 47 meters. Further,
. _aboot_ 60 percent of the stacks discharge horizontally and 40 percent discharge
' "veffically. o

| -AIRDOS-EPA allows & maximum of six stacks. As was done in the initial study, we
:__'_'grouped the stacks into six intervals and computed a release height for each interval

o -_ﬁbased on the magmtude of the release from each stack in the interval. The aséigned _

B -release heights are given in Table 2. Because many of the stacks and vents discharge
.'_hor_l_zontauy and because_of the possible downdraft effects from the building (which is
| _"90-f_e_e_t high, 60 feet wide, and 100 feet long), we neglected any plume rise from
. momentum or temperature effects.

. The meteorology represents another source of uncertainty. There have been no on-site
or close~by meteorologlca! data avallable smce 1964 when the weather station at
s data from Evansvﬁle, Illanl.S, about 70 mlles northeast of the 51te. 'Ihe Evansvﬂle data
:we_r.e obtained from the .National Climatic Data Center. Our comparison of the -

: _'_-m'e_t_eorologieal data from Evansville with that obtained from Paducah (see reference 2)

_ _i_ndicates that the Evansville data are appropriate for the Allied plant.

~The emissions data are based on stack samples which were obtained using an isokinetic
; probe and 0.6 to 0.8 t'n:i_cr_ome't.er '_rriembr_a.ne filters. Where mois_tufe or chemical attack

: .ore_olude the use of membrane fiiters, combination scrubber-mist impingers were used.

_ _'_St_a_ck_sa mples were collected once or twice a day. The samples were dissolved in nitrie
' aoi_d and analyzed fluorometrically for uranium. ‘The releases are reported in terms of
_kg/yr of natural uranium. We used a specific activity of 6.77E-T Ci/gm for natural
_. uranium to convert the release rates from mass to activity.

Er_nvifonmental concentrations were measured by means of 2 efm sampling devices
which use a cascade impactor and a series of filters. The filters, which are changed
weekly, are dissolved in nitric acid and analyzed flurometrically for uranium. At the
minitoum concentrations reported, on the order of 0.2 mg of uranium is collected per
-_Sampler per week. For the 25 percent aliquot used, this concentration is well above the

expected nanogram sensitivity for fluorometry. The reported minimum detectable level
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AIRDOS—EPA INPUT FOR ALLIED CHEMICAL COMPANY

TABLE 2:

ATMOSPHERIC DISPERSION CALCULATIONS

Settling Ve_loc:ty,_ m/sec

: '-"S_teek Parameters: _ : _ R __ g
L Stack 1  Stack2 Stack3 Stack4 Stack 5 _Stack 6
-Helght m 4.0 6.2 13.1 18.0 23.0  20.8
Diameter, m NOT USED FOR ANY STACK |
Veloclty, m/sec. NOT USED FOR ANY STACK
 Heat Release Rate, _ NOT USED FOR ANY STACK
_'-'gm-callsec : ' A
;--_"-NaturaIUramum R PP S Vo
o Release Rate, Cl/year - . 4.1E-3 ~ ‘1.1E-2 - 5.2E-2 2.4E-2 . 3.4E-2 __'_1._.5]_3:1_ :
_'Helght of L1d m 1000
'Ramfall Rate, cm/yr B 115
' Average Air Temperature, Q_K NOT USED
:'Surface Roughness Helght, _ 0.01
-'_Helght of Wmd Measurements, ] _ 10 .
7. _-Scavengmg Coeffxc:.ent ' '3.'8E_-B_s'ec'__1
-Deposxtlon Veloelty, m/sec 4'..5E-4
0*

We estimate the value to be about 0.001 m/sec; however, AIRDOS-EPA sets the settling velocity
equel to zero ifitis less than 0.01 m/sec.



is. 1E-16 microcuries/ml. The environmental concentrations are reported in terms of

" microcuries/cubic centimeter, based on a specific activity of natural uranium of

- 6.T7E-T Ci/gm.

‘No hard estimates of the sampling errors are available. The quelity assurance and

'_'-.éontrbl program includes running daily and weekly uranium standards and a monthly

- '_cahbrat:on. In addition, stack samples are regularly split and run by both Allied and the

' ‘Nuclear Regulatory Commission's reference laboratory in Idaho. . Agreement on these_ :

' '-'f'_':"spht semples is regularly obtamed. Based on the spht ‘sample compansons and

' '.-'_.-dmcussnons with cognizant personnel at the plant, we estlmate that the emissions

estlmates and the environmental measurements have an uncertainty of + 15 percent.

Table 2 gives the input parameters used in making the comparison between the
measured and predicted environmental concentrations. The rainfall rate is from
' _reference 4 and the height of the lid is the average of the winter and summer values

from Figure 2.33 in reference 5. The remaining values are default values from

BROOKHAVEN NATIONAL LABORATORY

‘The Brookhaven National Laboratory (BNL) is located on Long Island, about 87 km east
. of New York City. The site consists of about 2130 hectares, most of which is wooded,

.except for a developed area of about 655 ‘hectares. 'The terrain in the vicinity of the

p_}_e._nt is gently rolling, and comprises forests, agricultural land, and suburban develop-
ments.

_ '_'_BNL is a major Department of Energy research facility,'and"’tritium is among the
rad_ionuclides released to the atmosphere from several facilities at the site. The
.:-f_acilities which emit tritium include: the Medical Research Center, the Chemistry
Building, the High Flux Beam Reactor, the Van de Graaf Accelerator, and the Linac
'I_setope Facility. The environmental monitoring program at the site includes sampling
'_'of' tritium in the releases from these facilities and measurements of the concentrations
.of tritiated water vapor in air at 18 environmental monitoring locations, The measured
concentrations at these locations for 1985 are compared tc our AIRDOS-EPA pre-
dictions in Table 3.



TABLE 3:

COMPARISON OF MEASURED AND PREDICTED AIRBORNE TRITIiUM .
CONCENTRATIONS AROUND THE BROOKHAVEN _NA__TI_O_N_AL LABORATORY

_ SR .- _ _ "'Co_ncentration,pri/ms | '_.:Ré_'ti_o.
~ Station ~_ Direction Dista_mce, km _Mea_sured Pr_edicted _ Meas/Pred .
1 N 220 GOE*®  21E1 30
3 NE 2,60 9.9E+0 4.8E 20
4 ~ ENE o 2.50  1.0EH 4,1E-1 20
5 E 2.60 5.8E+0 3.0E-1 20
6(P-7A) ESE 2.90 5.9E40 3.4E-1 20
6(P-78) ESE 2.90 5.9E+40 3.4E-1 20
7 se 1 T2EWw  S1B1 10
s . SSE 1.3 21E4 Ce3E1 20
9 s 2.0 2.3E+0 5.28-1 '
T - SSW 1.90 - 7.9E+0 9.3E-1 - 9
11(P-4) . SW 2,10 9.1+ T.7E-1 10
12 WSW 1.70. 4.1E+0 8.5E-1 5
o138 W L5  66E¥®  T3E1 9
14 WNW 1.40 4.3E40 4.4E-1 10
15 NW 1.60 1.9E+1 4.7E-1 40
. 16(P-2) NNW 2.30 2.1E+0 3.1E-1 7
Control #1 NNW > 16.00 3.7E+0 3.5E-2 100
©Control #2 sW > 20.00 5.3E+0 4.0E-2 100

= N
‘The direction and distances given are from Stack #1; appropriate corrections were made to
these values in making the individual assessments.



~In making the AIRDOS-EPA predictions, we used meteorological data from BNL's on-
: :s_it_é ‘meteorological station. While AIRDOS-EPA allows for as many as six stacks, it
L '.-f.e_qu_ires the stacks to be co-located at a single point. As the distances between the
) f_a'c_ilities which released tritium at BNL are on the order of 160 to 200 meters,
_m'od_e_l_ing the site with co—-locatedA release points could have introduced significant
'éml-br's' Therefore, we made separate assessments for each of the stacks listed in Table
_ _ .4, and summed the results of the mdxvxdual assessments to obtain the predlcted values
i ;gwen in Exhibit 2.3. As the release from the Linac Isotope Faecility (0.3 Cl/yr) is trivial
o :_-_.c_o_mpared to the total site release, we combined its release (Stack 4) with that of the
3 .Vgh' de Graaf Accelerator (Stack 3). This assumption should have a negligible effect on
~_the predictions.

':3'.There is one major uncertainty in the predicted values. In 1985, the total release of
ﬁ trltlum at the site was 338 Ci, of which 200 Ci were released as elemental tritium from
o the Van de Graaf stack and 138 Ci as tritiated water vapor distributed between the
; stacks, as shown in Table 4. Since the envzronmenta} measurements are only of
1 trltlated ‘water vapor in au-, we neglected the 200 Cl/yr of elemental tritium and used
138 Ci/yr as the source term for the site. The conversion rate of elemental tritium to

: 1tr_iiiate_d water vapor in air is very uncertain. At the distances of the perimeter

- m_dnit_o_rin_g stations (approximately one to three km), the estimates of the percentage of
'elémental tritium converted to tritiated water vapor range from 0.7 to 50 percent

= .(reference 6) In order to quantlfy the possmle error introduced by the omission of the
e :-elemental tritium from the source term, we re~eva1uated the AIRDOS-EPA predlctlons S
“assuming a conversion rate of 50 percent for the elemental tritium released from the

Va_n_de Graaf stack. The results indicate that the assumption of no conversion could
introduce an error on the order of 300 percent.

‘The emissions data for BNL are based on sampling devices in the stacks of each of the
facilities. These sampling devices trap tritium vapor on a desiccant. The Van de Graaf

- stack also has an on-line Kanne chamber for monitoring total tritium. No estimates are

available of the measurement errors associated with these sampling and monitoring

‘devices.

10
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s
D .

: .TABLE 4:

- AIRDOS—-EPA INPUT FOR
BROOKHAVEN NATIONAL LABORATORY
' ATMOSPHERIC DISPERSION CALCULATIO_NS .

- Stack Pe'rer'xie'_ters:"

© Height, m
~ Diameter, m
' _Veieeity,_-meee_
Heat Release Rate,
: -'gm -cal/sec
. H-3 Release Rate, Cl/y
. -_-f{:Helght of. le m
_ Ramfa]l Rate, cm/yr
Average Axr Temperature, °K .
_Surface Roughness Helght,
_ . _Helght of Wmd Measurements,
U B
8,
i 9 _

'.'Scavengmg Coefflclent
_ _-Depomtmn Velocity, m/sec _
'Setthng Veloclty, m /sec '

Stack 1

© 100
5,97
. 0,54

‘NOT USED

0,01
88

0.482E-05 sec”

0
0

11

0.17

7.0

4.2E41

1 .

‘Stack 2 '. Stack3 :
9.5 |

o
0.62

NOT USED

2.4EH)

© Stack4
.0.28

13.0

2.6E-1



There are large uncertainties in the environmental measurements of tritium at BNL.

The environmental measurements are based on liquid seintillation counting of the

L tntmted water vapor collected on silica gel at the sampling stations. The samplers

-draw a stream of air at approximately 200 ce/min across the silica gel, and the silica
: __f_gel 1s changed weekly. The amount of water collected per sample is about 20 ml, or,

o _'-gwen the sampling flow of 200 ce/min, about 10 ml/m . About 8 ml of the collected
_ : '-'wa_t_er-va_po_p. are used in the liquid scintillation medium; thus the tritium aectivity in the
L _"'alic'judt corresponds to the tritium activity in about 0.8 m3 of air. The minimum

' '_-detectaon limit of the liquid scintillation ansalysis is approximately 300 pclll, or about
2.4 pCi/8 ml. Many of the sampling results are on the order of § pCl/m y corresponding
t_Q 4_.pr in the aliquot, which is quite close to the minimum detectable level.

' 'I_‘h_i_are are two further uncertainties in the environmental measurements. The first is
introduced by the reporting and averaging results less than the minimum detectable

. : _level as zero. This practice, which was discontinued in January of 1986, biases the

_._reported enwronmental concentrations for 1985 on the low side. The second

S uncertamty mvolva the background/blank value for the samples. The tritium concen-

"-t_ra_tlc_;__n is 55 pCz/m3 in the analytical laboratory where the silica gel for the samplers

.. was dried {reference 7). We were unable to obtain results from the analysis of blanks
o whic_h are run with the samples. Therefore, it is impossible to determine what fraction,

: . '_if-'én_y_,_-of the tritium in the environmental samples represents contamination of the -
-si_lic_ﬁ'a_gel during preparation.

| _' Due to the large uncertainty in the conversion rate of elemental tritium to tritiated

: water vapor in air, the bias introduced by reporting and averaging less than minimum

| g détectable values as zero, and the unknown contribution of background/blank tritium

' vaiu_e_s to the measurements, it is impossible to determine what fraction of the
"d_i:_screpagcy between the measured and predicted values is due to the lack of precision
and accuracy in the AIRDOS-EPA model. It should be noted that the measured
~ concentrations at the control stations (located et distances in excess of sixteen and
twenty kilometers) are of the same order as the measured concentrations at the
'm.onitoring stations located at distances of 1 to 3 kilometers. Given this fact, and the
fact that the reported environmental measurements are far greater than one would
expect given the amount of tritium released and any reasonable X/Q, we conclude that

| the reported environmental concentrations do not represent actual tritium concentra-

tions in the atmosphere. Because of these uncertainties in the mesasured data, the
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- -comparisons between wmeasured and predicted concentrations of tritium at the

._-..._B_I?_O_ci_l_(_haven site are not useful in evaluating the accuracy of precision of the AIRDOS-

'EPA code. For further discussion see Chapter 3.
HANFORD RESERVATION

'_The ‘Hanford Reservatlon 1s located in a rural region of southeastern Washmgton. The
".-_'.sue, whlch occupxes an area of 1500 square kﬂometers, is iocated about 320 km east of

._'_-Portland, Oregon and about 200 km southwest of Spokane, Washlngton. ‘I‘he Hanford

N .'-:Reservatlon is a ma]or Department of Energ'y research and productlon center. ThlS

-study provxdes & companson between measured and predlcted environmental concen—

' -'_tratxons for two of the radionuclides released at Hanford durmg fuel reprocessmg

. campalgns. tritium and krypton-85. The terrain in the vicinity of the 200 Area where.
o these radlohuchdes are reieased is relatively flat. In making our comparisons, we used
B the on-site meteorological data from the Hanford Meteorological Statson for 1984, the

o -year in whlch the re}eases occurred. )

| The pred*cted results for trxtmm and krypton-85 are presented m Tables 5 and 6,
'respectweiy. In makmg both comparisons, we used an approximation to szmulate the
- -effects of both momentum and bouyant plume rise, and ignored the 1.4 Ci/yr of tritium
emltted from. the 100 Area and the 1100 Ci/yr of krypton-85 emltted from the .
-'400 Area._ Ignormg the tritium and krypton releases from these other areas of the sn:e :

S _'should have a neghgible 1mpact on the results, given the magmtude of the trltlum and -

' -._-'k;-yptpn_-.ss _rel_eases__ from t_he ‘main stack of the PUREX Plant in the 200 Area. Input
' p}ira_meters_ used in the calculations are given in Table 7. The stack parameter da:_ta

" _ 3w_e'l_'_e_= provided by reference 8. The release rate data and the annual rainfall were

obt_ainé_d from ref_er_ence 8. The height of the lid is the average of the summer and
'_w'ir_lter values estimated from Figure 2.33 in reference 5. The default values from

' reference 3 were used for all other parameters.

A_s all the tritium released from the Hanford Site is in the form of tritiated water
vapor, the uncertainty encounteed in the BNL comparison concerning the conversion
rate of elemental tritium to tritiated water vapor does not apply at Hanford. The
‘major uncertainty in the predicted tritium and krypton-85 concentrations results from
" the modeling of the plume rise from the effluent stack. The air in the 61 meter stack is
about 90° F and has a veloeity of about 15 m/sec. Both the temperature and velocity of

13



“TABLE 5:
COMPARISON OF MEASURED AND PREDICTED AIRBORNE TRITIUM

. .CONCENTRATIONS AROUND THE HANFORD RESERVATION

Gl s PR SRS Con.ce_ﬁtl‘&tion,'P'Ci/'ma- ST R P
. Station -+ - Direction - = Distance,km - Measured = Predicted .~ Meas/Pred =

. KArea  NNW C 119 2.3E+0 5IE2 - 40
. NArea NNW 14.1 1.6E+0 4.8E-2 30
 'DArea | N © 15.2 - L3E40 4.6E-2 30
- Fire Station -~ NNW 101 1.7E+0 ‘6.7E-2 30
. Sof200E S - 3.10 L7E¥0  1.8E-1 9
. Eof20E . E - 1.40 . 41E+ 3.3E1 . 10
~ SWBCCribs  SSW 4.40 1.9E+0 1.2E-1 20
. GTEBuilding W 3.60 2.2E+0 1.7E-1 10
o 400E SE | 18.2 2.4E+) 7.5E-2 30
* Hanford |  ENE 10.7 2.3E+0 6.9E-2 30
. WyeBarricade  ~  SE ' 12.7 © 1gE#0 . 1aE1 .20
. RtUAMleS  NW 570 . . 21E#0 . 14E1 10
. Nof200E N 2,40 2.4E+0 14E-1 20
 BemtonCity S 28.7 1.6E+0 3.0E-2 50
" Richland | SSE 36.3 1.4E+0 2.2E-2 60
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’ 'TABLE 6:

COMPARISON OF MEASURED AND PREDICTED AIRBORNE" KRYPTON-85
CONCENTRATIONS AROUND THE HANFORD RESERVATION

e : . _ R " _ Concentgat;on, pCl/m ' "-Ra'ti_o
Stat:on Direction Distance, km Measured _ Predicted Meas/Pred

o .';Eof 200 E E 140 3.0B2 6.6E+2 0
200 ESE ESE . 2.40  L.5E3 1.0E+3 1
- Sof 200E s - '_ 1310 '_ . 29E#2 3.6E+#2. 0.8

Measured values have been corrected for background, see text.
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_TABLE?:_

AIRDOS*EPA INPUT FOR
THE HANFORD RESERVATION
- ATMOSPHERIC DISPERSION CALCULATIONS

1. _'Stack Parameters. | | -
_-'Helght, L ' I

'Dxameter, N ' o 2.1
_ Velocxty, m/sec ' . 15.0
Heat Release Rate, | R
gm/cal/sec 3 B o '3_.__4_E+5
. '.-f;_H-3 Release Rate, Cl.y el "'2,.01:34_2 e
" Kr-85 Release Rate, cify 40EsS
2. -Helght of Lid, m - ' 1265
3. -_Ramfall Rete, cm/yr - 16
4 'Average Air Temperature, °k 282
S .5.  '_Surface Roughness Hexght, : 0.01 _
. 6 :'Helght of Wlnd Measurements, o 61
B A :_Scavenglng Coeff;clent R » = :5.3_5E—7 s_e_e—l
8. Deposmon Veloclty, m/sec o 0
9. Settling Velocity, r_n/_sec ' 0
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‘‘the -effluent are great enough for both momentum and bouyant plume rise to be

'S_ighificant. Although AIRDOS-EPA does not allow for simultaneous momentum and

3beuyent driven plume rise, the joint effect can be approximated by the user. We chose

- - to model the stack by setting the stack height equal to the sum, of the computed

L morﬁentum rise and the physical height of the stack, and then selecting the bouyant

| _' _'_plume rise option in the code. This results in an effective stack height of 68 meters.

o ':“We calculated the momentum rise accordmg to equatlon 2 in reference 1.

i -'__5The en\nronmental monitoring program at Hanford includes monitoring of trltxum at the

_' ' 'release pomt and measurement of tritiated water vapor in air at 16 samplmg locations.
"3_"I‘he environmental sampling devices pass a stream of air at about 0.01 m /hr through
_cartr-ldge_s containing silica gel. The cartridges, which trap tritiated water vapor, are

- ;chéhgé.?i every two weeks. The samples, which represent about 3.4 m3 of air, are
1 fa_ri_e__l_yied_ monthly by liquid seintillation counting. The minimum detection level is about
':300"'|;'>Ci'/1 or about 1.5 pCi for the 5 ml aliquot used in the analysis. The quality

:-control and assurance program at Hanford ‘includes. routine mstrument calsbratlons,

I _;':daﬂy source and background counts, repllcate analyses to check preczsmn, and partlci-

-_patlpn 1_n inter-laboratory comparisons with both the EPA and DOE. Results for tritium
' f_po.é_n these inter-laboratory comparisons show good agreement. However, since these

S s_e_'t_n'_ples are usually about 3000 pCi/1, the aliquot is about 24 pCi, about an order of

' _magnitude greater than the environmental samples. Thus, while these quality control

-' R samples check procedural errors, they are not a very good check on the environmental
E '_sam ples as they do not check background/blank errors.

. -.ﬁ”No ’hard estimates are available for the errors in the emissions or environmental

: measurements for tritium. However, &1l of the reported environmental concentrations
- _'_for tritium are very close to the minimum level of detection. Moreover, examination of
" the reported environmental sampling data shows that the concentrations are virtually

the same at all stations, even though the stations are located from 1.4 to more than
36 km from the source. Given these facts, and the fact that the reported environ-
~mental measurements are far greater than one would expect given the amount of
f_ritium released and any reasonable X /Q, we conclude that the reported environmental
‘concentrations do not represent actual tritium concentrations in the atmosphere.
Because of these uncertainties in the measured data, the comparisons between

measured and predicted concentrations of tritium at the Hanford Reservation are not
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‘useful in evaluating the accuracy or precision of the AIRDOS-EPA code. See Chapter 3

- - for further discussion.

B The measured environmental concentrations of krypton-85 are based on "grab samples"

" of about 0.3 m® collected at low flow rates. The krypton in the sample is collected and

"_punf:ed using a eryogenic chromatography instrument, then mixed with a secintillation
_'-flu:d, and counted on a low temperature liquid scintillation counter. The minimum

[ detectable level for krypton-85 is reported (see reference 9} as 2 pr/m , well below

: 'th_e re_por_ted environmental concentrations. As the reported concentrations of krypton-

'_.85' "i.nclude baekground, the measured results presented in Table 6 have been adjusted for

-_-_'background by subtracting 27 pCl/l’l’l3 from the reported values. The value of

' -_27 pCl/m is the annual average atmospheric concentration of krypton-85 during 1984

' -at __a network of 16 environmental sampling stations located in the southwest United
. States (reference 10).

NUCLEAR FUEL SERVICES, ERWIN

The NRC-licensed Nuclear Fuel Services facility in Erwin, Tennessee, fabricates both
'low_Fenriched and high-enriched uranium fuel. The plant occupies a 58-acre tract
:approximately 0.8 km southwest of the city limit of Erwin in northeast Tennessee. The
_ site is located in the narrow valley of the Nolichueky River. The terrain at the site is
: i.';-é_’lg__tivel_y flat, but rugged mountains to the north, east, and south rise to elevations of
1000 to 1500 meters within a few kilometers of the site.

Small amounts of low- and high~enriched uranium escape from the plant during the fuel
fabrication processes, and concentrations of uranium in the air are routinely measured
as'_a part of the environmental moniforing program. Reference 11 contains data on both
the release rates and the measured stmospheric concentrations for 1979 through 1984.
The measured concentrations of uranium for 1984 at nine off-site measurement
~ locations are compared to our AIRDOS-EPA predictions in Table 8.

There are two principal uncertainties in the predicted values. The releases of high- and
~ low-enriched uranium from the Nuclear Fuel Services plant during 1984 were from 11
stacks and vents. However, since the Main Process Ventilation stack accounts for more
than 90 percent of the total site release, we modelled the site using only a single stack.

' This assumption should not introduce a significant error to the predictions. Of greater
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TABLE 8:
COMPARISON OF MEASURED AND PREDICTED AIRBORNE URANIUM

~ CONCENTRATIONS AROUND THE NUCLEAR FUEL SERVICES PLANT.

LI e ; o G e R Cbﬁce_n.tl"at.id'n.,'pCi/ms- AN L
oo - Station - Direction -  Distance,km ~ Measured ~ Predicted " Meas/Pred

Little Mtn. NE 0.80 3.1E-3 1.2E-4 30
“ . Caroline Ave. ESE 0.30 ~ 2.8E-3 1.4E-4 20

S _.'-E_rﬁgrgénqy Hse. 0.28 40

T RET 3.5E-3 8.6E-5 |
' _Caroline Ave./ SE o 0.22 3.3E-3 7.4E-5 40
- Stalling Lane .~ SE . 0.32. 34E-3 - 86E5 40

oo 1st Street

*'Meadowbrook Ln. ENE 0.54 1.6E-3 2.1E4 7
. Security Fence SsW 0.21 2.5E-3 4.2E-5 60

- Natural uranium . -
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. concern are the meteorological data which were used. Meteorological measurements

“are taken on-site; however, they are not in a form which is suitable for input to
"AIRDQS~EPA. Therefore, we had to use meteorological data obtained from the
-National Climatic Data Center from the airport near Bristol, Tennessee, approximately
: ':-50 kilometers north of the site. The validity of these data for a 51te located in a narrow

aF __and steep mountain valley could not be determined.

ThEAIRDOS—EPA code requires use of & specific radionuclide in t_he_Spti:c_e_ t_erm. :"I‘_he
“emissions data refer to high- and low-enriched uranium, expressed as‘microe_l_'n'-ie_s of
; gross 'alpha. We used uranium-235 as the radionuclide for the source term, since no
'._is_o:topie breakdown of the released uranium is available. This use does not affect the
'3reéu1ts since all isotopeé of uranium have identieal environmental transport parameters.

Furthermore, as the environmental results are also reported as gross alpha in pCi/Ms,

- --._the predlcted and measured results are directly comparable.

RS _-The addltxonal parameters used as input in making the compamson are presented in

: Table 9. ‘The stack parameters, the emission rates, and_ annual rainfall rate are from
'refere_nee 11. The height of the lid is the average of the summer and winter values
"obtained from Figure 2.23 in reference 5. All other values are default values from
“reference 3.

e gNo estimates are available for the errors in the emissions or envu-onmental measure-

S _'m ents for uramum (gross alpha) at the Nuclear Fuel Serv1ces plant. We were unable to.

o 'obtam documentation on the quality control and assurance of the analytical measure-
' .me_r_l_t_s. Plant personnel (reference 12) expressed concern over the validity of the
tﬁe&surements. Examination of the reported environmental sampling data shows that
the concentrations are virtually the same at all stations. Furthermore, as the
-concentrations at these stations (located between 0.2 and 0.8 km from the stack) are all
of the same order as the 2.6 x 10 -3 pCl/m reported for a control station about 8 km
_f__romA the source, it is unlikely that the reported environmental concentrations represent
_ a._c_tual uranium emissions from the plant. Because of these uncertainties, we conclude
that the comparison between measured and predicted concentrations of uranium (gross
alpha) at the Nuclear Fuel Services plant are not useful in evaluating the accuracy or

“precision of the AIRDOS-EPA code. See Chapter 3 for further discussion.
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-TABLE 9:

 AIRDOS-EPA INPUT FOR
| NUCLEAR FUEL SERVICES, ERWIN .
| ATMOSPHERIC DISPERSION CALCULATIONS_

1. Stack__ Parameters:

.35

Height, m
| Diameter, m 15
Veloclty, m/sec 11.0
ot Reenen Bt ‘NoTUSED
" H. E. Urenium R CEETERR
' Release ‘Rate,. Cx/y_ 5.00E-3
L. E. Uranjum
R Release Rate, 5.97E-4
X Helght of Lid, m 1035
3. Rainfall Rate, cm/yr 137
R 4 : :Average Axr Temperature, °x . NA
o -_ 5. -_Surface Roughness Helght, o - 001 _'
6 Height of Wind: Measurements, 10
P Scavengmg Coefflclent 4.584E-6 see"1
‘8. Dep031t10n Veloclty, m/sec 3.551E-5
9. -Settling Velocity, m/sec ﬂ*

. ,
- . We estimated the settling velocity to be on the order of 0.001 m/sec; however,
*. AIRDOS-EPA sets the settling velocity to zero if it is less than 0.01 m/sec.
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FOSSIL-FUEL ELECTRIC GENERATING STATION

‘The fossil-fuel electric generating station is rurally located in the eastern United

States. - The site is adjacent to & major river. The terrain in the vicinity of the plant

‘ ".'consmts predominately of gently rolling agricultural land. During 1982, the year for

Wth‘h the comparison was made, the statxon burned both coal and #6 oil and emitted

i more than 100 thousand tons of sulphur dioxide (SOZ) to the atmosphere from two
RN .xdentlcal adjacent stacks.

_ "_The measured environmental concentrations of 50, in the vicinity of the station and
- our AIRDOS-EPA predictions are presented in Table 10. In making the comparison, we
' -'approx1mated the effect of both momentum and bouyant driven plume rise by setting

' _'the stack height equal to the physical stack height plus the computed height of the
momenturn rise. The inputs used in making the predictions are presented in Table 11.

"I‘he stack parameters and emlssxons data were obtained from the station. The ramfall

'rate and the average air temperature were obtained from reference 13. All other
values are the default values from reference 3. ' ' '

-There are three principal uncertainties in the predicted results. The first uncertainty

mvolves the meteorological data used in the comparison. The station does not have on-

' s;te meteorological data in & format suitable for input to AIRDOS-EPA. Therefore, we

: -used data obtained from the Natlonal Climatic Data Center for the nearest weather

o ;statlon, which -is located approxmately 60 kilometers north of the station. While the
| g terram is flat between the site and the weather statlon, the smtablhty of these data

'cannot be verified. The second uncertamty concerns the modeling of the plume rise

- from the stacks. The air flow and the temperature of the effluent from these stacks

make both momentum and bouyant driven plume rise potentially significant. As
AIRDOS-EPA cannot directly account for both bouyant and momentum driven rise, we
approxzmated their combined effect, using the method described in the Hanford

-compamson. The third uncertainty involves some of the input parameters for SOZ,

whlch is a non-radioactive pollutant. SO2 emissions cannot be directly modeled by
AIRDOS-EPA, as the code requires at least one radioactive pollutant be input as the
source term. We used uranium-238 as the surrogate for SOZ’ thus assuring that there
would be no radioactive decay during plume transport. However, using U-238 as the
surrogate involved accepting the default values from reference 3 for the scavenging
coefficient, deposition velocity, and settling velocity of U-238, rather than that of 504-
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: TAB;,E' 10_:

COMPARISON OF MEASURED AND PREDICTED AIRBORNE SULPHER DIOXIDE
CONCENTRATIONS AROUND THE FOSSIL FUEL GENERATING STATION

PR C L Concentra_tlon,pm/m_ | -;.R_éﬁo .
Station Direction Distance, km Measured Prechcted Meas/Pred -

M-1 N 5.90 2.0E47  3.9E% 5
M-2A  NNW 400 1.7E+7 1.6E+6 10
M3 ENE 440 2.0EfT . 28B4 70
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TAB_LE 11:

AIRDOS*EPA INPU’I‘ FOR - :
THE FOSSIL FUEL GENERATING STATiON
ATMOSPHERIC DISPERSION CALCULATIONS

. '_ St_éck E_‘at_".améters:_

 Height, m.
"Dlameter,
: _'Veloclty, m/sec

" 'Heat Release Rate, :
U gm-cal/sec

SO2 Release Rate, g/y

.3.

5.

o ‘.

8.

: .9.

ZHelght of Lxd,

: 3Ramfa11 Rate, cm/yr

. :-Average Au' Te mperature, %k
-Surface Roughness Helght, _
_}Helght of Wind. Measurements,

Scavengmg Coefflclent '
Deposxtxon Veloclty, m/see

. Settling Velocity, m/sec

| 3.31E¥6 sec

Stack1 Stack 2
S8 213
Ceay 227

k 1 61E+7 ;

CL61EHT |
4. 71E+10_

 4.71E+10
790
99
287
001
=1 -
4.5E-4
0
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"Discussions with experts in the modelling of _SO2 transport (reference 14) indicated that
the scavenging coefficient and deposition velocity would not be major factors in the
'SO2 concentrations at the distances of the environmental measurements. Therefore,
-_we conclude that using the default values for U-238 introduces a neghglble error in the
3 _pred}ctlons

R ."The release rates for 802 from the statxon are estimated based -on the quant:ty of

Pt _.'._smphur in the coal and 46 oil fuels. The station_ a551gns an uncertamty of * 20 percent

to__._the -emission estx_rnate. Sxm:iariy, the station estlmetes an analytlcal error of
ot 10 percent to the environmental . measurements. However, the envu'onmental
. measurements include background SOz, which introduces a major uncertainty to the

o -results. Data on backg’round concentratlons in the vicinity of the station for 1982, the

-lﬁyear under exammatlon, were not avallable. However, annual -average concentratlon
.__data were obtamed for 1984. These data, whlch represent the annua.l average

= __concentratlons of 802 at nine air quahty momtormg statmns in the v1c1mty of the

a _facxhty, mdlcate the amblent (backg'round) concentretlons of SO2 in the reglon ranged_

- '-:from 24 to 39 mlcrograms/m (reference 15). Although there has been a steady. dechne
-_m ambient SO2 concentrations over time, the rate of decline in the 1980% is fairly
' small (reference 16). The measured data reported in Table 10 range from 17 to 20
-'micrograms/m3. These vezues are e.ven smaller than the expected ra'n'ge of background.

_'Therefore, we conclude that the contrlbutlon of 50, from the station cannot be.

- :dxstmguxshed frorn background 802 in the environmental measurements, and that the_ -

._corn parison between measured and: predicted concentrations are not useful in evaluating
the accuracy or precision of the AIRDOS-EPA code. For further discussion see
‘Chapter 3.
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CHAPTER 3:

ANALYSIS OF PREDICTIVE PERFORMANCE

PRELIMINARY DISCUSSION ON DATA QUALITY

;In thxs check of the AIRDOS—EPA air concentratlon predlctlons w1th expenmentally

"-'-'measured field concentratlons, useful data were obtamed in only two situations:

| '.'natural uranium at Allied Chemical Company's UF, Plant, and krypton—85 at the .
Hanford Reservation. These were the only two situations. where environmental
'eenc_ehtrations were well above minimum detectable levels. Over the past few years,
radioactive emissions to the atmosphere have been substantiaily reduced, Iargely as a
: result of regulatory constraints by the EPA and the NRC. The DOE also has mlrrored _
these constramts

- . The '-v_sll_jdi‘_cy-"ef _e ;cempai';isen of meesured eene_e_fi_trafions of ﬁa.-matefial:.in__.fth_e'3

environment with those predicted by the 'AIRDOS-EPA model is limited in two ways.
First, the measurement capability must be adequate for measuring the material under
_’mvestlgatmn at the lowest concentrations of interest. Second, the model does not
' _'_:_really predict fleld concentrations; it .only predicts additions to the env1ronmenta1

--_concentrat:ons from plant effluents., The actual en\nronmental concentratlons are the

s '_'_.surn of any non-plant (background) concentratlons and the model—predxcted concentra- .

__-t:_ons. The measurement capability must therefore be adequate for subtractmg the
_ba_ckg_r_ound concentration from the observed environmental concentration to obtain the
net plant contribution.

At 8 number of sites investigated for this report, the model-predicted environmental
eoncentrations were lower than the stated minimum detectable levels, and so could not
be expected to be detected. Further, the measured environmental concentrations did
" not vary with distance from the plant, and were not much above the stated minimum
detectable levels. These observations suggest that (1) the environmental concentrations
were too small to be menasured with the precision required for a check on AIRDOS-EPA,
or (2) that there is a general background level which overshadows the plant-related and

model-predicted concentrations.
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A c_o'm_mon meajor problem with measurement'capability is an over-optimistic estimate
of -'the minimum detectable level. The minimum detectable levels given are usually
B 'c_alc_ﬁlﬁlated from counting statisties: the random Poisson variability in the
'-énéasﬁre ments of sample and of backg‘round The assumption that there is no variability
._'other than. the random Poisson variability is generally incorrect. Other sources of

S _varlablhty affect the precision of any measurement, and therefore affect the actual

minimum detectable leveis, which in such cases are higher .than the stated mlmmum
- ;'.detectable levels (reference 17). _As an example, consider the lower. hmxt of detection_

o (LLD), _wmch is often used to describe the minimum detectable level. Lower hmlts of

o detectlon are calculated on the following assumptions (reference 18):
{1)  The number of counts in both sample measurement and background
'.measurement is large enough that the Poisson distribution functlon can be

:approxxmated by the normal distribution;

(2) _'Ihe standard deviation of the background is equal to the square root of

the number of counts: i.e, there is no variability ._6t_helj than the inherent . . -

Poisson va.riability;

(3) The standard deviation of the sample-plus-background count is the same
as the . standard deviation of the background count; i.e., there is no
vériability other than the inherent Poisson variability, and the 'count due
to the background is neghglble in comparison to the count due to the

”'-sample. o

The tritium measurements at Hanford are probably an example of an uncertainty
_-be__yond the Poisson counting statistics uncertainty. The levels are only slightly above
the quoted minimum detectable level, and so may very well be below the actual
_"minimum detectable level. Although there is an extensive quality control program at
" ‘Hanford, the capability to measure at very low levels (blanks) is not documented. The
'ab_i]ify to analyze the EPA intercomparison samples does not demonstrate a capability
at very low levels. |

The tritium measurements at BNL are a more clear example of uncertainty beyond
Poisson statistics, w1th a consequent inability to measure at very low levels. The
presence of 55 pCl/m in the laboratory where silica gel was dried introduces a large
amount of unknown excess variability.
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‘The gross alpha measurements at Nuclear Fuel Services are also close to the stated
' mlmmum detectable levels. The ability to measure adequately at low levels is not

- demonstrated. In fact, at this site there is a dearth of quality control data.

~An example of the effect of a background concentration is seen in the krypton-BS data
at Hanford where an adjustment had to be made by subtracting 27 pC*s/m from the
_.reported values. The value of 27 pr/m is the annual average atmospheric concen- -
"'tration of krypton-85 at a network of 16 environmental sampling locations in the

L '_ southwest United States during 1984 (reference 10), and is also approximately the value

' -Zfound at distant locations around the site. In this case, because there is a well-
| measured background level and because the measured environmental levels are high
_ -'compared to the minimum detectable levels, the corrected environmental monitoring
-'_data do give an adequate basis for comparison with the AIRDOS-EPA predictions.

' _The fossﬂ fuel electric generating station is another example of a situation in which the
' {background level swamps the immediate plant emissions. A general background level of
24 to 39 micrograms per cubic meter is typical for the region (reference 15), far above
P -.the model—predxcted levels of 0.2 to 3.7 micrograms per cubic meter.

;In ‘the remainder of this chapter, an analysis of the predictive performance of the
- AIRDOS-EPA model is presented for five sites analyzed in this and the previous study.
Included are four sites for which useful environmental concentration measurements
_-were obtained in the previous study — Allied Chemical (1981), FMPC, Mound, and

s ESe&umnmslh River. Of the five sites analyzed in the current study useful environmental

.measurements were obtained for one new sxte — the Hanford Reservation — and a
__second year (1980} of data was obtained for the Allied Chemical facility, yielding a
total of six data sets at five sites useful for comparing AIRDOS-EPA predictions to
measured values. The accuracy of the model at the five individual sites is discussed
first, followed by & discussion of the precision of the overall predictive performance.
'Three methods are used for comparing the measured and predicted concentration values
— graphical display of the data, correlation analysis, and regression analysis.

GRAPHICAL DISPLAY

The scatterplots in Figure 1 demonstrate the effect of applying a site-specific

multiplicative adjustment factor fo the predicted concentrations at each site, the
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5 _'_adjust_ment factor being equal to the ratio of the geometric means of the predicted and
'.__tnéasured values. The scatterplots graph the natural logarithms of the predicted (A)

‘and adjusted predicted (B) concentrations versus the logarithm of the measured

-'-c_once_ntrations. Examination shows that the unadjusted predictions for the Savannah’

o Rivér and Allied Chemical sites lie entirely above the P=M reference line, which has

_slépe 1 and intecept 0. The unadjusted predicted values lie entirely below the reference
. __l_.i_né_ for the remaining three sites. After scaling the predictions by the site-specific

SRR - __&Elji:,s_ttﬁe_n_t factors, the scatterplots are much nearer to the desired reference line.

i Usmg visual inspection, we are unable to reject the hypothesis that the combined data

e "'i_i_'_t_':ter adjustment hes a regression line with intercept 0 and slope 1. This implies that

' -fhé.p_redictions are statistically equal to the measured concentrations after applying the
' jadjustme_nt factors.

'l}ie__-deri_vation of the adjustment factors is summarized in Table 12. The exhibit
. :p__res_ents_ the geometric means of the measured and predicted concentrations at each

o _-s_i_te,'a_nd derives an adjustment factor equal to the ratio of the geometric means. Due

s tothe E,«_s_'L")'aa_'ti'al consistency of the relationship between predicted and measured concen-

tr_atiohs, the adjustment factors have a special significance. If the predicted concen-
| t'l_'atio}ns' for all stations at a site are simply scaled by this factor, the resulting adjusted
' _prédictions are very similar to the measured values at almost all stations, regardless of
.-diréction or distance from the source.

’I‘hls ‘fundamental observation indicates that & straight-forward relationship exists

. ‘between the measured and predicted concentrations. The predictive concentrations

'g'er:le'_lfated by the AIRDOS-EPA code may be higher or lower than measured
_cb_n_éentrations by a factor of 3, but have a spacial pattern similar to the measured
concentrations. The scalar difference between the measured and predicted values may
be due to a variety of factors which include improper specification of the source
characteristics for each site when generating predicted concentrations, or a systematic

bias in the procedures used to obtain the measured concentration values at a given site.
CORRELATION ANALYSIS

A second measure of the predictive performance of the AIRDOS model may be obtained

through correlation analysis. The {Pearson) correlation between P and M is given by
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TABLE 12:
~ 'COMPARISON OF GEOMETRIC MEANS“ OF
- 'PREDICTED AND MEASURED CONCENTRATIONS

~ Number Geometric Means ~ Adjustment Factor = -

. . Site - En Umt - of PR '_for;P:‘e__d_ictions '
- {(radionuclide) (pCi/m 3y stations M P - o
o ' (N = (M/P)
' Allied Chemical qosy) 107 q 1.43  2.38 el
(uramum—238 and 234) a o
: * Allied Chemical (1930) 0?7240 LT a1
5 (uran1um-238 and 234) : : ' '
Hanford Reservatlon SR T LI 4. . 340 388 _.877
" (Krypton-85) ' ' S o
REE FMPC(D') 1073 7 5.69 2.77 2.06
. _(uran1um—233 and 234)
vowd 1t 1@ e a8 300
(tntlum) ' [ L B o
CsmL 1t 13 18 331 a6
(krypton-85) ' '
~ ‘
All — 51 2.34 2.07 —

Notes: (% New data from current analysis.

- N
(a) The geometric mean is defined as X = (1 X)),
i=1

1/N

(b) Based on data in Table 1 for 1981 only.

(¢) Omits anomalous data for station 115.
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N - -
S, (M- M) (Pi—”P)

i=l

N _, N |2 W
)y (M - M) 5 (§; - P) '
i=1 i=1

L where P and M denote the anthmetic mean predlcted and measured values. The .

: 'correlatron measure may be calculated elther for the raw date or for the logarlthms of

o ;_'the data If a scatterplot of the M and P values hes entlrely on an upward slopmg

stralght line, then the corre}atxon isr = +1. Values of r less between Zero. and one
' _"mdl_eate scatter around this straight-line relationship. '

i Correlatmns were calculated for each site using both the raw data and the logarithms
“of the data. The results are shown in Table. 13. The table also shows the correlatlons

e : for all 51 stat:ons for all srtes, after ad]ustmg the predlctrons to account for the s1te-_

k :_:____'by-srte ad]ustrnent factors derwed in. 'l‘able 12, With the exeeptlon of the correlatlons:_ ERERE N
: _jbased on the 1980 ‘and 1981 raw data for the A]_hed Chemlcal 51te, all correlatlons_-

exceed 0.75, indicating a relatlvely high level of correlation between measured and
pr_edrcted v__alues.

When correlations are caleulated on a site-by-site basis, the ad;ustment factor does not
' affect the correlatlon, smce the correlatlon measure is mvar;ant mth respect to. scahng

'-'elther the predreted or measured values._ The overall correlatlon between the predlcted :

'and measured values for. all 51tes is affected by the ad]ustments, however, smce each -

- -s_lt_e has a unique adjustment factor.
REGRESSION ANALYSIS

The almost linear relationship that exists between the logarithms of the predictions and
measurements suggests that regression analysis may be applied to evaluate the slope
_ -and intercept of the linear relationship. The method of regression analysis determines
" the relationship between predicted and measured values, either at a site or across all

'sites, based on the following linear model:
lnPi =a+blnl\lli+1nei (2)

Here P, (M) represents the predicted (measured) concentration at station i, and the

coeff;clents, a and b, are the regressxon parameters to be estimated via least-squares
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techniques. The term € denote random predictive error terms which will be discussed
" below.

-'Eqiiation 2 implies a linear relationship between the logarithms of the predicted and
"d)_eas'ured values. If the predicted values were exactly equal to the measured values at
" all stations, the least-squares estimates of the regression parameters would be a=0 and

b=l, "with_ a resulting lEt.2 of 1.0, indicating a perfect fit. The degree to which a, b, and
g

; d_iffer from these desired values provides the third measure of the predictive

- -j_'pgf.f;}rmance of the AIRDOS model. The significance of observed deviations from the

_ -'-;'d'e':sir_'ed parameter values may be tested by making further assumptions coneerning the

o pr-éd_ict_ive error terms in Equation 2. If the error terms are assumed to have a log-

N __xjx_oi-r_n'ﬁl_ distribution, then the F-test for linear regression parameters may be applied to

* test the joint hypothesis that a=0 and b=l in Equation 2. The hypothesis may be

rejected when the F statistic is greater than the threshold value for the test, which
va'r_ie.s with the desired level of confidence.

~ Equation 2 may also be written as

i i (3)

."_w_he_re the auxiliary parameter, s, denotes a common multiplicative scaling factor

L -_fl_)ét'_‘_'neeh predicted and measured values. This equation demonstrates that the predie-

C _' 'ﬁivé error term supplies a random multiplicative disturbance at each station. Taking

th_e__ lo__gari_thm of Equation 3 yields Equation 2, with a =ins.

_ As indicated by Equation 3, a non-zero value of the parameter a indicates the existence
'_pf_‘ a multiplicative scaling factor in the predicted values. Values of b not equal to unity
‘indicate that the predictive values are not proportional to M, but to a power of M. Due
to the extremely high correlation of the levels of the measured value with distance
- from the source, testing for a power response of P to M is equivaient to testing for
errors in the predictions that are related to distance. We shall find little evidence of
-such effects due to distance from the source.

We now address the assumptions made concerning the statistical properties of the

- predictive error terms in the equation. If it is assumed, in Equation 3, that the
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pred_ictiVe errors e have the lognormal distribution, then in Equation 2 the predictive

. ‘error terms In e; have the normal distribution. The choice of the lognormal distribution

may be considered as a convenient mathematical artifact, given that we believe the

“multiplicative disturbance model of Equation 3, yet desire to apply the F-test theory

: 'Whic'h is based on the normal distribution. Due to the small numbers of data points
o | avallable at each site, it is difficult to select one distributional model for the predictive _
- . 'errors over other similar dlstrlbutmns. |

'..The regressmn model of Equation 2 was est:mated with the log ad;usted predicted
-vaiues as dependent variables and the log measured ‘values as the mdependent varlable
" u_s_m_g standard least—__squares procedures. The regressron results are summanzed in
.'Tébie 14, for each site and for all sites combined. The parameter estimates for the
'Un_cons_trained model, which includes an intercept term, show that the estimate for the
.'.infercept is insignificantly different than zero for four of the five sites. The exception
| '_IS the Savannah River faecility, for which the estimate of a is slightly more than two
R standard errors greater than zero. For all s:tes combined, the estimate of a is less than . - = -
e two standard errors away from zero. 'I‘hese results mdlcate that a constramed model .
g mth no mtereept term may provide better estlmates of the slope parameter b. The

- _constramed model results are discussed below.

_. _' The estimates of b in the unconstrained model are within one standard error of unity for .
. _four of the six cases — Alhed Chemical m 1981 FMPC, Hanford and Mound. The first _7 G
L "'_-exceptxon, Alhed Chermeal in 1980, has almost the: same slope as. for 1981, but the. R2 1s
Ehzgher and the correspondmg standard error lower. The result is that the estlmate for b |
is shghtly more than one standard error from umty. The Savannah Rlver slte is also an
-zexceptlon, with the estimate of b being szgmflcantly less than umty. For all sites

combined, the estimate of b is slightly more than two standard errors from unity.

The regression F-tests for the unconstrained models indicate that the estimated
relationship between the adjusted predictions and the measurements is significant at
the .05 level except at the Hanford site, which also has the fewest measurements and

. the largest standard error associated with the estimate.

The final column in the exhibit for the unconstrained model shows the result of the
parameter P-test, which tests the joint hypothesis that a=0 and b=1. The degrees of
-freedom for the F statistic for this test depend on the number of parameters being
tested (m=2) and the number of data points, n=N-2. Except for the Savannah River

36



-.'._'f_aeility, all F-statistics are sufficiently small that we cannot reject the hypothesis that
. &=0 and b=1 after adjustment.

: T_I_‘he_ above result demonstrates the importance of the scaling adjustment factors derived

- m Table 12. After adjustment, the residual errors in the regression of the log predicted

- 'versus log measured values for all sites have a mean squared error of 0.161 and hence a
: .‘__:_I_s.:t:e.r'ldat_'d error of 0.401. This standard error for the logarithmic relationship implies

R _':_t'!:l_ét__:{the e_djusted predictions are typically (50 percent confidence interval) in the range

" from _3"33 percent low to 49 percent high, when compared to the measured values.
“.-“AllthOUgh a detailed statistical analysis of the degree of measurement error is not
':fposmble due to the limited available data on measurement variance, the small residual
__error which remains in the predicted values after adjustment appears to be consistent
with the degree of error in the measured values. In conclusion, after adjustment the

_predlcted values are statistically equivalent to the measured values.

'._3_'-'More preclse estimates of the slope parameter b are shown in the constrained model

;-.'-”results portzon of Table 14. These estimates were derived by ehmmatmg the intercept .

'--__:term of the model. Except for SRL, the estimates of b are very close to unity,

:'mdlcatmg equality of the predicted and measured values after adjustment. The

~regression F-statistics show that the constrained models for all sites are significant at
_ _ﬁ'thé' =05 level. The R2 values for the constrained model are only slightly smaller than

— _-those fOr the unconstrained model, 1nd1catmg that the omltted mtercept term has little . -

3 .:_.:;-- 38 explanatory power.

_""ﬁTﬁ'e_.'F—_test for the hypothesis that b=1 shows that we cannot reject the hypothesis,
_ _ek_cept et SRL. For this site, the 95 percent confidence interval for b extends from .50
3 to ;88 falling slightly below the desired value of unity. Hence, the SRL predictions do
:not appear to be linearly related to the measurements, but rather are approximately

. fitted by the function P= =m®7
. '_i's still a possibility of underprediction at high values of M, which occur close to the

. 'This relationship indicates that after adjustment there

~site, or overprediction at low values of M, which occur far from the site. Examination
of the data for SRL in Figure 1 confirms the latter possibility — overprediction at large
' '.:.c'l_is_tances from the site. {There is also some slight evidence for the former possibility.)
_ ."-I_‘he_ SRL site is the only site for which measurements were made at very
'-large distances from the site. Because krypton is an inert gas, the overprediction at

large distances at SRL is not due to deposition or scavenging. Increased atmospheric
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mixing because of underestimation of the lid height may explain the discrepancy

.'bet_ween measure and predicted values at very large distances, slthough, a&s noted
e'aflier, doubling the lid height reduced the predicted concentration by less than 25
© percent.. .

© * The constrained regression results for all sites combined yield a 95 percent confidence

B . _-'_mterval for b whzch barely meludes the desired value of b=1. As a result, the F-

e : '_'stanst;e for testmg the hypothes1s b—1 mdlcates that we cannot re]ect the hypothe31s at o S

- the 90 percent levei However, at any hlgher and less stringent confidence level, the

'-:hypothems that b=1 may be rejected .in favor of values less than umty. We must

| '-ij:conclude, therefore, that, with the exception of a few sites at SRL located at large

--d__1stan_ces from the source, the predicted values are statistically equal to the measured
- vél_ues after applying the adjustment factors.

39



CHAPTER 4:

CONCLUSIONS

The accuracy of the AIRDOS-EPA code is determined largely by our ability to estimate
"'the adjustment factor at each site. After the predictions are adjusted to account for

S _"the dlfferences in the geometnc means of the measured and predlcted concentratlons

'  at ‘each site, the ad]ust_ed_ predictions are equal to the measured velues at almost all
".:loea:tion:s to v}i_thin acceptable statistical error. Hence, the adjustment factors are a
._ 'g'bbd__th_e_asure_of the accuracy of the model. The ad_justment factors are .446, .601,
. 877, 1. 21 2. 0.6 and 3.06 for the Savannah River, Allied Chemical (1981), H_a_nfo_rd,

o ~Allied. Chermcal (1980) FMPC, and. Mound sites, respectlvely (See Table 12.)
-.fCons;dermg the six data sets at all five sites together, without ad]ustment, the

S ‘predictions are 12 percent low overall when compared to environmental values.

B Although we have ;only six data ._set_s__.at five_sites on whxch to .bas_e our opinions, we may

B _ -_3_-fop'(oa11y derive a statistical confidence interval for the .ace_t_:ra_c_y of the. model based on

_the adjustment factors at each site. The 50 percent confidence interval for the
E -'.accuracy of the model at a typlcal site ranges from & factor of 0.7 to a factor of 2.0,

"-:based on the. log—normal dlstrlbutlon. As often as . not, we . may expect ‘that - |

"__AIRDOS EPA predlctlons for: ground-level concentratxons Wlll be w1th1n a factor of 2 of

'-"__-_the measured values, when the model 1s apphed at sxtes w1th well-known souree' R :

- '.charactemstlcs and weather data. The 90 percent confldence 1nterval for the aceuracy

. _ranges from a factor of 0.3 to a factor of 4.4. Due to the small number of sites, the 90

_ -__percent confldence 1nterval for the ad]ustment factors based on all flve sues is qmte

o large,

The precision of it_ha AIRDOS-EPA code in predicting ground-level radionuclide
X 'concent_rations_ at varying distances from the source is ‘high, after adjustment for

“incorrectly specified source characteristies or possible measurement bias at each site.

o The precision of the model is best measured by the constrained regression of adjusted

'predlcted values versus measured values for a]l sites. See Table 14 (All Sites) and
_(Flgure 1). The coefficient of determination (R ) of this regression is 0.77 with a slope

- of _0__92 1nd1catmg that the predicted concentrations are statistically equivalent to the

- measured values after sdjustment for site-specific bias. At the 50 percent confidence
level, the predicted concentrations at all sites are within 50 percent of the measured
values after adjustment.

40



'6.

" Concentrations Within 150 km of the Savannah River Plant (March 1975 through
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